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Abstract

We present a systematic approach for constructing bar frameworks that are rigid but not first-

order rigid, using constrained optimization. We show that prestress stable (but not first-order rigid)

frameworks arise as the solution to a simple optimization problem, which asks to maximize or min-

imize the length of one edge while keep the other edge lengths fixed. By starting with a random

first-order rigid framework, we can thus design a wide variety of prestress stable frameworks, which,

unlike many examples known in the literature, have no special symmetries. We then show how to in-

corporate a bifurcation method to design frameworks that are third-order rigid. Our results highlight

connections between concepts in rigidity theory and constrained optimization, offering new insights

into the construction and analysis of bar frameworks with higher-order rigidity.

1 Introduction

Bar frameworks are graphs consisting of rigid bars (edges) connected by flexible hinges (vertices).

These models serve as powerful abstractions for analyzing the structural and dynamic behavior of

interconnected systems across various scales. Their applications range from understanding the mi-

cro and macro structures of mechanical metamaterials [20, 23, 24] to designing metamaterials with

unique properties [5, 7, 31, 32] to exploring the mathematical principles of origami folding [11, 12]

to investigating jammed particle arrangements [9, 17, 26], to understanding allosteric mechanisms in

biology [34, 41], to studying molecular properties [18, 35, 40], and to analyzing protein structures

[21].

A central question across these areas is whether a given framework is locally rigid, meaning that any

continuous motion of the vertices that preserves edge lengths is a rigid-body motion. The mathematical

theory of rigidity [8, 10] offers several sufficient conditions for local rigidity. The strongest condition is

first-order rigidity [2]. Mechanically, a framework which is first-order rigid resists forces in a manner

that is “typical” – a small deformation leads to changes at first order in the lengths of the bars. A

weaker condition is prestress stability. Mechanically, this corresponds to the framework exhibiting

first-order behaviour when a particular set of tensions is put on its edges. There are even weaker
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notions of rigidity, but they all share the property that small deformations can cause the bar lengths to

change at higher order in the size of the deformation. Mechanically, such frameworks feel shaky. We

will call any framework which is rigid but not first-order rigid higher-order rigid.

Higher-order rigid frameworks are of interest, partly as illustrations of mathematical principles,

but also because of their practical or scientific applications. A prominent example is provided by

tensegrity frameworks – rigid assemblies of bars and cables stabilized by self-stress – which are closely

tied to second-order rigidity and enable lightweight, adaptive designs such as NASA’s Superball Bot

[10, 13, 37, 38, 39]. They also arise in observations of clusters of small particles, where the addi-

tional entropy associated with the higher-order motions can stabilize such clusters thermodynamically

[22, 28]. Another example arises in the so-called “vertex model”, which considers two-dimensional

graphs with additional constraints on the areas of the cells spanned by vertices. Second-order rigid

configurations in the vertex model have been used to understand the transition between fluid-like and

solid-like behaviour in living tissues [3, 6, 29].

Yet, examples of higher-order rigid frameworks are not common. For a fixed graph, if edge lengths

are chosen randomly, the framework is generally either first-order rigid or flexible, but not higher-order

rigid. There are examples of higher-order rigid frameworks known in the literature, however, these

are often constructed by hand, and most rely on special symmetries. For example, they might have

parallel bars, as in the examples in fig. 1(a)-(d), or edges with the same lengths or coplanar vertices,

as in fig. 1(e) and (f).

Our goal is to develop a systematic method to construct such frameworks, while also gaining insight

into how “hard” it is to produce them. We have found that it is in fact not hard to produce prestress

stable frameworks – that they arise robustly as the solution to a simple optimization problem. Let us

explain this problem. Consider a d-dimensional framework with n vertices and m edges. Let p denote

the collection of vertex positions, let pi,1, pi,2 ∈ Rd be the endpoints of the ith edge, and let li be the

length of the ith edge. Suppose we try to minimize the length of the first edge, while maintaining the

lengths of the remaining edges:

min
p∈Rnd

f1(p) = |p1,1 − p1,2|2, s.t fi(p) = |pi,1 − pi,2|2 = l2i , i = 2, . . . ,m. (1.1)

Under mild conditions, a local solution p∗ corresponds to a framework that is prestress stable. If instead

we try to maximize the length of the first edge, we obtain another prestress stable framework. This

leads to an easy method to create examples of prestress stable frameworks with (nearly) arbitrary edge

lengths: start with a framework that is first-order rigid, remove an edge, and then use any constrained

optimization procedure to find local maxima and local minima of the length of the removed edge.

Some examples of prestress stable frameworks found by this method are shown in fig. 1(g)-(l).

Notably, these examples have edge lengths that are all distinct, and they lack any obvious symmetries.

In the remainder of this paper we explore the links between the optimization problem (1.1), and

rigidity properties of frameworks. In addition to proving conditions under which a local solution to

(1.1) is guaranteed to be prestress stable (Theorems 3.3, 3.5), we show the close link between certain

concepts in constrained optimization and certain concepts in mathematical rigidity theory. One such
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link arises from the first-order optimality conditions: we show that the Karush-Kuhn-Tucker (KKT)

conditions in constrained optimization, which provide a Lagrange multiplier λ∗ for the optimization

problem (1.1) and are closely linked to the concept of a critical point for the problem, are equivalent

to the condition for a self-stress ω in rigidity theory (Lemma 3.1). Therefore, under mild conditions

we may take ω = λ∗, so that the existence of a self-stress in rigidity theory, is equivalent to the KKT

conditions for a constrained optimization problem. Another link arises at second-order: we show that

the second-order sufficient conditions for the constrained optimization problem (1.1), are equivalent

to the condition for prestress stability of the corresponding framework (Theorem 3.5). The latter is

what allows us to prove prestress stability of the solution to (1.1).

Furthermore, we show that a converse of the optimality result also holds, and this leads to an

interesting characterization of prestress stable frameworks: consider a prestress stable framework

with self-stress ω that certifies prestress stability. Then, every edge Ek for which ωk > 0, is a local

minimum for a problem of the form (1.1) but with |pk,1 − pk,2|2 as the objective. Similarly, every edge

Ek for which ωk < 0, is at a local maximum! Therefore, returning to the optimization problem (1.1),

once we have optimized the length of one edge, all other edges bearing a self-stress are individually at

a local optimum (Theorem 3.6).

We extend these results to consider a broader class of higher-order rigid frameworks in several

ways. One, we generalize the optimization problem (1.1), to allow prescribing components of the self-

stress on certain edges. We show that one can either choose the length of an edge, or the self-stress on

that edge. This generalizes the force-density method which is widely used in the engineering literature

to build structures where all the components of a self-stress are prescribed (e.g. [36, 38]). Second,

we show how to design frameworks that are so-called “third-order rigid” [14] by adjusting another

edge length, to create a critical point of the length function |p1,1 − p1,2|2 which behaves locally as a

cubic (Theorem 5.4). For this, we rely on bifurcation theory, which says that when a local maximum

and a local minimum of a function merge, the function acquires cubic behaviour. Third, we explore

a method to design frameworks containing multiple self-stresses, by finding the global optimum of a

particular objective function created from the sub-determinants of the rigidity matrix. However, this

method comes with fewer guarantees than our previous methods.

Our results are related to others that have appeared in the literature. A similar constrained opti-

mization approach to constructing tensegrity structures was suggested in [38], but without a rigorous

guarantee of the prestress stability. A similar approach to ours was also followed in [25], which showed

that if instead of local optima one considers saddle points of f1(p) subject to the constraints, the re-

sulting framework is flexible with configuration spaces consisting of intersecting branches. Our idea

was inspired by studies of the vertex model, used as a model for tissue dynamics, which stretch out the

model until it reaches a critical point where the system becomes prestress stable [6, 29]. The idea that

bifurcation points, or catastrophes, could be useful for studying frameworks or related systems has

been suggested earlier; for example [16] developed a method based on numerical algebraic geometry

to compute the set of catastrophe points, though the rigidity properties of these points have not been

studied.

Our paper is organized as follows. In Section 2, we review basic concepts in rigidity theory and
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in constrained optimization. In Section 3, we introduce our constrained optimization approach within

the context of bar frameworks, state and prove the main theorems. In Section 4, we present examples

of prestress stable but not first-order bar frameworks obtained using our method. In Section 5, we

describe an approach based on bifurcation theory to design a third-order rigid framework.

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 1: Various prestress-stable bar frameworks that are not first-order rigid: the first row depicts
well-known examples – (a) from [10], (b)-(c) from [15], (d) from [33], and (e)-(f) from the sphere-
packing data in [18]; the second row shows prestress-stable frameworks obtained by perturbing these
well-known structures and then applying our constrained optimization approach.

2 Background information on rigidity and optimization

In this section, we review the key ideas from rigidity theory in section 2.1 and constrained optimization

in section 2.2 that we will later connect. The rigidity results have been extensively detailed in [2, 8, 10]

and our summary loosely follows that of [19]. Our review of constrained optimization is based on [30].

2.1 A brief review of rigidity theory for bar frameworks

A bar framework G = (p,E) in Rd is a list of vertices p embedded in Rd, and a set of edges E. We

write the vertices as a vector p = (p1, p2, . . . , pn) ∈ Rnd, where pi ∈ Rd is the coordinates of vertex i,

and n is the total number of vertices. The edge set is E = {E1, E2, . . . , Em} where m is the number

of edges. We sometimes index the vertices based on their relationship to the edges: for each edge Ei

with i = 1, 2, . . . ,m, we write the vertices it connects as pi,1, pi,2.

Each edge Ei has a length li = |pi,1 − pi,2|, so the vertices satisfy the system of algebraic equations

fi(p) = l2i with fi(p) := |pi,1 − pi,2|2 , i = 1, 2, . . . ,m. (2.1)

For a given p, the framework can be translated, rotated, or reflected without changing the lengths of

the edges, so there is at minimum a d(d+1)
2 -dimensional subspace of solutions to (2.1), corresponding

to applying an isometry of Rd to the vertices. We say a q is congruent to p if it is obtained by applying

such an isometry to p. Handling these isometries will present some technical though not fundamental
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challenges in our theory, though see [14] for an in-depth study of how to handle them within the

context of rigidity theory.

If there are no other solutions to (2.1) with the same edge lengths, then the framework is rigid.

Specifically:

Definition 2.1. A framework G = (p,E) is (locally) rigid if there is a neighborhood U of p such that any

q ∈ U with the same edge lengths as p, is congruent to p.

Typically, one would expect a framework to be rigid when it has m ≥ nd − d(d+1)
2 edges. Such an

argument, based on equating the number of variables and the number of constraints, goes back at least

to Maxwell [27], and has been used extensively in the study of disordered physical systems. Although

this argument isn’t true in general, it still gives a useful way of categorizing frameworks based on the

number of edges, which we will frequently refer to.

Definition 2.2. We say a framework with n vertices and m edges E is isostatic when m + d(d+1)
2 = nd;

under-constrained when m+ d(d+1)
2 < nd, and over-constrained when m+ d(d+1)

2 > nd.

We will mostly be interested in isostatic and under-constrained frameworks in this paper.

Testing for rigidity is co-NP hard [1] and there is no known efficient algorithm for a general frame-

work. Therefore, stronger flavors of rigidity have been developed. Of relevance for this paper will be

first-order rigidity, the strongest notion, and prestress stability, a weaker notion that is still possible to

test efficiently.

To introduce these notions, consider the following system of equations, to be solved for a vector

v ∈ Rnd, indexed below using edges:

(pi,1 − pi,2) · (vi,1 − vi,2) = 0, i = 1, 2, . . . ,m. (2.2)

These come from assuming an analytic deformation of the framework p(t) with p(0) = p, taking d
dt of

(2.1) and evaluating at t = 0. The vector v = p′(0) has the interpretation of the velocity of the vertices

required to deform the framework initially. The system (2.2) can be written in matrix-vector form as

R(p)v = 0, (2.3)

where the matrix R(p) ∈ Rm×nd, called the rigidity matrix, is defined so its ith row is ∇fi(p), i.e.

R(p) =


∇f1(p)

...

∇fm(p)

 . (2.4)

An element v ∈ nullR(p) is called an infinitesimal flex.

It is worth noting that (2.3) admits a d(d+1)
2 -dimensional space of solutions corresponding to in-

finitesimal isometries. We call such solutions the trivial flexes, and denote the space of trivial flexes at

p as T (p) (sometimes abbreviated as T ). Any other solution v which does not lie in T (p) is a nontrivial
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infinitesimal flex. We will sometimes need a subspace of such nontrivial infinitesimal flexes, so we will

consider v ∈ nullR(p) ∩ T (p)⊥. (Note that in our theory that follows one can replace T ⊥ with any

space complementary to T .) For brevity, we will call such a v ∈ nullR(p) ∩ T (p)⊥ a T ⊥-flex.

Definition 2.3. A framework G = (p,E) is first-order rigid if it has is no nontrivial infinitesimal flex.

There are many proofs that a first-order rigid framework is rigid (e.g. [2]). First-order rigidity is

the strongest notion of rigidity, and it is straightforward to test using linear algebra, however it is too

strong for many examples of interest.

A weaker notion of rigidity comes from looking at second-order deformations. The second-order

equations, motivated by taking d2

dt2

∣∣∣
t=0

of (2.1), are

(pi,1 − pi,2) · (ai,1 − ai,2) + (vi,1 − vi,2) · (vi,1 − vi,2) = 0, i = 1, 2, . . . ,m, (2.5)

where a ∈ Rm×nd = p′′(0) can be interpreted as the initial acceleration of the vertices. The matrix-

vector form of (2.5) is

R(p)a = −R(v)v. (2.6)

A framework is second-order rigid if there is no solution (v, a) to the system (2.3) and (2.6) with a

nontrivial infinitesimal flex v. A second-order rigid framework is rigid, though the proof is nontrivial

[8] (see also [14]).

In between first- and second-order rigidity is prestress stability.

Definition 2.4. A framework G = (p,E) is prestress stable if there exists a w ∈ null RT (p) such that

ω⊤R(v)v > 0 for all v ∈ null R(p) ∩ T (p)⊥. (2.7)

Briefly, to see where this definition comes from, consider the Fredholm alternative for (2.6), which

says there is no solution a provided that, for each v ∈ null R(p) ∩ T (p)⊥, there is a ωv ∈ null RT (p)

such that ω⊤
v R(v)v > 0. Prestress stability asks for a single ω ∈ null RT (p) that works for all v.

A framework that is prestress stable is second-order rigid, and hence rigid [10]. Prestress stability

can be tested efficiently using semidefinite programming [19].

Vectors in the left null space of R(p) play an important role, theoretically and physically.

Definition 2.5. A vector ω ∈ null RT (p) is called a self-stress.

A general vector ω ∈ Rm has the interpretation of a stress, which is an assignment of tensions to

the edges. Component wi represents the tension on edge Ei with the sign indicating whether the edge

is under tension or compression. The net force on vertices is RT (p)w. When ω is a self-stress, then

there is no net force on the vertices, so the framework achieves local force equilibrium.

Remark 2.6. The number of independent self-stresses and of T ⊥-flexes are related, by the fundamental
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theorem of linear algebra:

dim(self-stresses)− dim(T ⊥-flexes) = nd−m− d(d+ 1)

2
. (2.8)

Hence, for an isostatic framework, the number of self-stresses and the number of T ⊥-flexes are equal.

Typically, a “random” isostatic framework will have no T ⊥-flexes and hence no self-stresses. A framework

which is under-constrained will have T ⊥-flexes, hence it is not first-order rigid, but only in special cases

will it also have self-stresses. Hence, for isostatic or under-constrained frameworks, the presence of a

self-stress is non-generic, and indicates that it could be rigid at higher order than first-order.

2.2 A brief review of equality-constrained optimization

For a set of edges E and a corresponding list of lengths {li}i∈E , consider the following constrained

optimization problem:

(P±
k ) min

p∈Rnd
±fk(p) s.t fi(p) = l2i , i = 1, . . . ,m, i ̸= k. (2.9)

The above notation refers concisely to two separate problems: problem P+
k has objective function

fk(p), and problem P−
k has objective function −fk(p). Recall fi(p) = |pi,1 − pi,2|2 is the length of the

ith edge. This problem asks to minimize (P+
k ) or maximize (P−

k ) the length of the kth edge, subject

to the constraints that the lengths of the remaining edges are fixed. A point p which satisfies the

constraints is called a feasible point.

Recall that a solution to problem P±
k is defined as follows.

Definition 2.7. We say p∗ is a local solution of P+
k (or P−

k ) if (i) p∗ is feasible, and (ii) there exists

a neighborhood U of p∗ such that any point q ∈ U satisfying the constraints has fk(q) ≥ fk(p
∗) (or

fk(q) ≤ fk(p
∗)).

Notice that because the rigid-body motions do not change the objective nor the constraints, a local

solution will never be strict – it will never be possible to replace the condition fk(q) ≥ fk(p
∗) with

fk(q) > fk(p
∗). Therefore, it is convenient to consider the solution modulo rigid-body motions, which

we define as follows.

Definition 2.8. We say p∗ is a strict local solution of P+
k (P−

k ) up to rigid body motions if (i) p∗ is

feasible, and (ii) there exists a neighborhood U of p∗ such that any point q ∈ U satisfying the constraints,

and such that q is not congruent to p∗, has fk(q) > fk(p
∗) (fk(q) < fk(p

∗)).

The theory of constrained optimization gives various necessary or sufficient conditions for a point

p∗ to be a local solution, strict or not, of P±
k . We survey the relevant results here, presented for the

specific form of our equality constraints in P±
k and modified slightly to account for the rigid-body

motions.

The key condition that most solutions must satisfy, and that will link optimality conditions to ideas

from rigidity, is the following.
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Definition 2.9. We say p ∈ Rnd satisfies the Karush-Kuhn-Tucker conditions for P±
k , or the KKT condi-

tions, if (i) p is feasible for P±
k , and (ii) there exists a vector λ ∈ Rm, called the Lagrange multiplier, with

λk = 1, and such that
m∑
i=1

λi∇fi(p) = 0. (2.10)

Remark 2.10. Our definition is slightly different from how the KKT conditions are usually presented,

because we wish to be retain flexibility regarding which edge is being optimized without introducing

cumbersome notation. The usual definition of the Lagrange multiplier, say for k = 1, would have

λ = (λ2, . . . , λm) ∈ Rm−1 and would impose condition ∇f1(p) +
∑m

i=2 λi∇fi(p) = 0.

The function

L(p, λ) =

m∑
i=1

λifi(p) (2.11)

is the Lagrangian for the constrained optimization problem (2.9). The KKT conditions ask that ∇pL =

0, where ∇p represents the gradient with respect to the p-variables. Hence, a point satisfying the KKT

conditions can be thought of as a critical point for the function fk(p) subject to the constraints in (2.9).

When the constraints in (2.9) meet the following regularity assumption, the KKT condition must

hold at a local solution p∗ of (2.9).

Definition 2.11. Given a point p ∈ Rnd that is feasible for P±
k , we say the linear independence constraint

qualification (LICQ) holds at p if the gradients of the constraints, {∇fi(p)}i ̸=k, are linearly independent.

Theorem 2.12 (First-order necessary conditions; [30], Theorem 12.1). Suppose p∗ is a local solution

of P±
k , and the LICQ holds. Then the KKT conditions hold for some Lagrange multiplier λ∗.

Remark 2.13 (Unique Lagrange multiplier). When the LICQ and KKT conditions hold at p, the Lagrange

multiplier must be unique. To see why, suppose there are two nonequal Lagrange multipliers λ, γ. Then,

subtracting conditions (2.10) gives
∑m

i=1(λi − γi)∇fi(p) = 0. Since λ ̸= γ but λk = γk = 1, the vectors

{∇fi(p)}i ̸=k are not linearly independent, contradicting LICQ.

The KKT condition in Theorem 2.12 (which doesn’t need to be modified to account for rigid-body

motions) gives a necessary condition that a local solution must satisfy, but it is not sufficient. Indeed,

it does not distinguish a local minimum or a local maximum, and it also holds for a saddle point for

the constrained problem. To guarantee we have a local solution will require so-called second-order

conditions. The conditions for a strict local solution must be modified from the standard conditions to

account for rigid-body motions.

Definition 2.14. Given a point p∗ satisfying the KKT conditions (2.10) for P±
k , the critical cone up to

rigid body motions is

Ck(p
∗) =

{
v ∈ T (p∗)⊥ | ∇fi(p

∗)v = 0, i ̸= k
}
. (2.12)

Theorem 2.15 (Second-order sufficient conditions). Consider problems P±
k with feasible point p∗, and

suppose there is a Lagrange multiplier λ∗ such that the KKT conditions (2.10) are satisfied. If

vT
( m∑

i=1

λ∗
i∇2fi(p

∗)
)
v > 0 ∀v ∈ Ck(p

∗), v ̸= 0, (2.13)
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then p∗ is a strict local solution up to rigid body motions for P+
k . If instead the inequality is reversed, then

p∗ is a strict local solution up to rigid body motions for P−
k .

Recall that vT
(∑m

i=1 λ
∗
i∇2fi(p

∗)
)
v = vT∇2

pL(p
∗, λ∗)v.

This theorem is closely related to the standard theorem regarding second-order sufficient conditions

in [30], Theorem 12.6, except it is slightly modified to deal with rigid-body motions. For this reason,

we provide a proof in the Appendix A.

3 The connection between rigidity and optimization

In this section we show the connection between points p∗ which satisfy various necessary or suffi-

cient conditions for the optimization problems P±
k in (2.9), and rigidity properties of the associated

framework (p∗, E) (Section 3.1). We also consider a variation of P±
k which allows designing certain

components of the stress (Section 3.2).

3.1 The connection between solutions to P±
k and prestress stable frameworks

Our main results can be understood from the formal similarity between optimization conditions for

P±
k , and conditions for various flavors of rigidity.

Consider first the KKT conditions (2.10) for P±
k , evaluated at point p. These can be written in terms

of the rigidity matrix R(p) (see (2.4)) as

λTR(p) = 0.

Hence, we see immediately that when the KKT conditions hold, then the Lagrange multiplier λ is a

self-stress for framework (p,E). Conversely, if (p,E) has a self-stress ω with ωk ̸= 0, then we obtain a

Lagrange multiplier by scaling the kth coordinate to equal 1, as λ = ω/ωk. We thus obtain a key result:

Lemma 3.1. The point p satisfies the KKT conditions (2.10) for optimization problem P±
k (2.9) with

Lagrange multiplier λ, if and only if the framework (p,E) has a self-stress ω with ωk ̸= 0. Furthermore,

the Lagrange multipliers are in one-to-one correspondence with the self-stresses up to scaling: each self-

stress ω gives rise to a Lagrange multiplier λ = ω/ωk, and each Lagrange multiplier λ gives rise to a

direction of self-stresses spanned by ω = λ.

It will be useful later to characterize the number of self-stresses, which is offered in this lemma.

Lemma 3.2. Suppose p∗ is a local solution to one of P±
k and the LICQ condition holds. Then framework

(p∗, E) has a one-dimensional space of self-stresses.

Proof. If p∗ is a local solution to one of P±
k and the LICQ condition holds, then p∗ satisfies the KKT

conditions (Theorem 2.12), and the Lagrange multiplier λ∗ is unique (Remark 2.13). Therefore there

is a one-dimensional space of self-stresses (Lemma 3.1).

Now we may show that a solution to P±
k is rigid.
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Theorem 3.3 (An optimal edge gives a rigid framework). Suppose p∗ is a strict local solution up to

rigid body motions to either P+
k or P−

k . Then the framework (p∗, E) is locally rigid. Furthermore, if E is

isostatic or under-constrained, then (p∗, E) is not first-order rigid.

Note that the implication does not go the other way: if (p,E) is rigid, this does not imply that p is

a solution, strict or otherwise, to one of P±
k . This is clear since there are many frameworks that are

first-order rigid.

Proof. Suppose p∗ is a strict local solution up to rigid body motions to either P+
k or P−

k . Then there is

a neighborhood U of p such that any q ∈ U with q not congruent to p, has fk(q) ̸= fk(p). Therefore,

any q ∈ U with fk(q) = fk(p) must be congruent to p. Take a point q′ ∈ U with the same edge lengths

as p. Then fk(q
′) = fk(p), so we must have that q′ is congruent to p. Hence, p is locally rigid.

Now we show that if E is isostatic or under-constrained, then (p∗, E) is not first-order rigid. For this

we must show there is a self-stress (Remark 2.6). If the LICQ condition holds, then Lemma 3.2 shows

the existence of a self-stress. If the LICQ condition doesn’t hold, then there are constants {ci}i ̸=k, at

least two of which are nonzero, such that
∑

i ̸=k ci∇fi(p
∗) = 0. Defining vector ω ∈ Rm with ωk = 0

and ωi = ci (i ̸= k), we see immediately that ω is a self-stress.

Here is a technical lemma that we’ll need later.

Lemma 3.4. Suppose p∗ is a feasible point for P±
k , which satisfies the KKT conditions (2.10) for some

Lagrange multiplier λ∗. Then the following spaces are equivalent:

null R(p∗) ∩ T (p∗)⊥ = Ck(p
∗). (3.1)

Recall that Ck(p
∗) was defined in (2.12).

Proof. The definition of null R(p∗) ∩ T (p∗)⊥ is identical to that of Ck(p
∗) except it includes the addi-

tional condition ∇fk(p
∗)v = 0. Therefore, by definition, we have null R(p∗) ∩ T (p∗)⊥ ⊂ Ck(p

∗). To

show the inclusion goes the other way, note that any v such that v ⊥ ∇fi(p
∗) for all i ̸= k must also

satisfy v ⊥ ∇fk(p
∗), by the KKT conditions. Therefore null R(p∗) ∩ T (p∗)⊥ ⊇ Ck(p

∗).

How rigid is a solution p∗ to the optimization problem (2.9)? This depends on whether it satisfies

the second-order sufficient conditions, which will guarantee that it is prestress stable. It is convenient

to rewrite the second-order sufficient conditions (2.13) using rigidity theory notation. Observe that

1

2
vT∇2

pL(p
∗, λ∗)v =

m∑
i=1

λ∗
i |vi,1 − vi,2|2 = λTR(v)v. (3.2)

Hence, the inequality in (2.13) can be written as λTR(v)v > 0, which can be compared with the

inequality ωTR(v)v > 0 in condition (2.7) for prestress stability.

Theorem 3.5 (Second-order sufficient conditions imply prestress stability). Suppose p∗ is a strict local

solution for one of P±
k which is certified by Theorem 2.15: the KKT conditions (2.10) hold for some La-

grange multiplier λ∗, and the second-order sufficient conditions (2.13) hold with the appropriate direction

10



of inequality. That is, for every v ∈ Ck(p
∗) and v ̸= 0,

vT
( m∑

i=1

λ∗
i∇2fi(p

∗)
)
v > 0 for P+

k , vT
( m∑

i=1

λ∗
i∇2fi(p

∗)
)
v < 0 for P−

k . (3.3)

Then the framework (p∗, E) is prestress stable. If additionally E is isostatic or under-constrained, then

(p∗, E) is not first-order rigid.

Proof. First consider problem P+
k . Under the conditions of the theorem there is a self-stress ω = λ∗ for

the framework (p∗, E) (Lemma 3.1). By (3.2),

ωTR(v)v > 0 ∀ v ∈ Ck(p
∗), v ̸= 0. (3.4)

To show that (p∗, E) is prestress stable, i.e. it satisfies (2.7), we must show the above inequality holds

for all v ∈ null R(p∗) ∩ T (p∗)⊥, v ̸= 0. When the KKT conditions hold, then null R(p∗) ∩ T (p∗)⊥ =

Ck(p
∗) (Lemma 3.4). Hence, the second-order sufficient conditions are equivalent to the condition for

prestress stability, with the self-stress ω showing prestress stability, equal to the Lagrange multiplier λ∗

for the KKT conditions.

If instead the second-order sufficient conditions for problem P−
k hold, then construct the self-stress

for prestress stability as ω = −λ∗. The remaining argument is identical.

If E is isostatic or under-constrained, then since there exists a self-stress (Lemma 3.1), framework

(p∗, E) cannot be first-order rigid.

We might ask if the implication goes the other way – if we have a prestress stable framework, is it

the solution to an optimization problem of the form P±
k for some k? The answer is yes, for each edge

such that the self-stress guaranteeing prestress stability is nonzero on that edge.

Theorem 3.6 (Prestress stability implies edge lengths are optimal). Suppose framework (p∗, E) is pre-

stress stable, and let ω be the self-stress that guarantees prestress stability in (2.7). Then, for each edge Ek

such that ωk > 0, p∗ is a strict local solution up to rigid body motions for P+
k , and for each edge Ek such

that ωk < 0, p∗ is a strict local solution up to rigid body motions for P−
k .

Proof. Let Ek be an edge such that ωk ̸= 0. Then p∗ satisfies the KKT conditions with Lagrange

multiplier λ = ω/ωk (Lemma 3.1). By the condition for prestress stability, we have that

ωTR(v)v > 0 for v ∈ null R(p∗) ∩ T (p∗)⊥, v ̸= 0.

Lemma 3.4 shows that null R(p∗) ∩ T (p∗)⊥ = Ck(p
∗). Hence, by (3.2), if ωk > 0, using λ = ω/ωk, we

have

λTR(v)v > 0, for v ∈ Ck(p
∗), v ̸= 0.

Therefore the second-order conditions (2.13) are verified, so, by Theorem 2.15, p∗ is a strict local

solution up to rigid body motions for P+
k .

11



If instead ωk < 0, then we have

λTR(v)v < 0, for v ∈ Ck(p
∗), v ̸= 0.

Hence, by Theorem 2.15, p∗ is a strict local solution up to rigid body motions for P−
k .

Theorems 3.5 and 3.6 give us a new way to characterize a prestress stable framework. Suppose

we have a prestress stable framework (p,E), with self-stress ω certifying prestress stability. Then every

edge Ek where ωk ̸= 0 is individually at a local optimum! That is, is we freeze the lengths of every edge

except Ek, and ask to minimize the length of Ek (if ωk > 0) or maximize the length of Ek (if ωk < 0),

then we can go no further – edge Ek is already optimized!

Conversely, suppose we solve an optimization problem of the form P+
k , obtaining a strict local

solution certified by the second-order sufficient conditions, and hence a prestress stable framework

(Theorem 3.5). Then every other edge where the Lagrange multiplier is nonzero, is individually at a local

optimum! Therefore by optimizing the length of just one edge, we simultaneously optimize the lengths

of all other edges.

3.2 Stress design

We now consider a variation of P±
k , which will allow us to set components of the stress. To motivate

the variation, suppose we replace the objective function in P±
k with f1(p) + f2(p). Then, the KKT

conditions for this modified problem would ask for a set of numbers λ3, . . . , λm such that

∇f1(p) +∇f2(p) + λ3∇f3(p) + . . .+ λm∇fm(p) = 0,

which can be written using rigidity notation as

(1, 1, λ3, . . . , λm)T R(p) = 0.

Defining the “Lagrange multiplier” to be λ = (1, 1, λ3, . . . , λm), we see that the existence of a Lagrange

multiplier λ implies the existence of a self-stress ω = λ. In this self-stress, the ratio of the stress on

edges 1 and 2 is fixed at 1:1.

In general, we can consider a linear combination of edge-length functions in our objective function,

as αf1(p) + βf2(p), leading to a stress ratio of α : β on edges 1,2. We can also include more edges,

thereby fixing the stress ratios on multiple edges.

For the general problem, suppose S ⊂ E is a set of edges whose stress ratios we wish to fix, and let

Sc be its complement in E. We wish to solve the following optimization problem.

min
∑
k∈S

σkfk s.t. fj(p)− l2j = 0, j ∈ Sc. (3.5)

That is, for each edge, we either fix its length, or fix the component of the stress on that edge.

12



We now sketch how our results extend to this case; the rigorous proofs are nearly identical to those

in Section 3.1. First, the KKT conditions ask that

∑
k∈S

σk∇fk +
∑
k∈Sc

λk∇fk = 0.

This can be written as λTR(p) = 0 where we define λk = σk if k ∈ S. Hence, the extension of Lemma

3.1 holds: a Lagrange multiplier λ induces a self-stress ω = λ, and conversely, given a self-stress ω

with ωk = σk for k ∈ S, the KKT conditions hold with λ = ω. Therefore, a local solution p∗ to (3.5)

gives a framework (p∗, E) with the self-stresses fixed (up to scaling) on the edges in S.

Additionally, the second-order sufficient condition asks that

vT
( m∑

i=1

λi∇2fi(p
∗)
)
v > 0, ∀v ∈ CS(p

∗) v ̸= 0,

where the critical cone CS(p
∗) in this case is

CS(p
∗) = {v ∈ T (p∗)⊥ | ∇fj(p

∗)v = 0, j ∈ Sc}.

With the KKT and second-order sufficient condition, the extension of Theorem 3.5 holds, i.e. the cor-

responding bar framework is prestress stable since null R(p∗) ∩ T (p∗)⊥ ⊂ CS(p
∗). However, Theorem

3.6 extends only in the special case where nullR(p∗) ∩ T (p∗)⊥ = CS(p
∗). 1

We remark that while the KKT conditions ensure the existence of one self-stress with the desired

stress ratios on the edges, there could be other self-stresses whose stress ratios are uncontrolled.

Remark 3.7. A common stress design method used in the engineering literature is the force density method

[36]. For a d-dimensional bar framework with n vertices and m edges, the force density method directly

solves the linear system wTR(p) = 0 for p ∈ Rnd with the given self-stress w ∈ Rm. In fact, the force

density method directly corresponds to the unconstrained optimization problem with objective function∑m
i=1 wi|pi,1 − pi,2|2 and no constraints on the edge lengths.

4 Designing prestress stable frameworks using optimization

Theorem 3.5 immediately suggests an algorithm for designing frameworks that are prestress stable

but not first-order rigid: start with an isostatic or under-constrained framework (p,E), and apply an

optimization algorithm to minimize or maximize the length of some edge Ek, by solving one of P±
k in

(2.9).

This approach is guaranteed to gives us two different prestress stable frameworks (one for the

solution to each of P±
k ), under weak conditions: the length of Ek is not constant on the feasible set,

and, for P+
k , this length is bounded away from 0 on the feasible set.

1The equality holds when {∇fi(p)}i∈S are in the subspace generated by span{∇fj(p), j ∈ Sc}. This holds automatically
when |S| = 1, because the Lagrange multiplier ensures that ∇fi is spanned by {∇fj}j ̸=i as in Lemma 3.4. However when
there is more than one free edge, the existence of a Lagrange multiplier does not automatically guarantee that each individual
gradient is in this span.
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In this section we show several examples of frameworks designed by this method. We note that

optimization applied to most “typical” graphs gives vertices that are collinear or coplanar, which we

find uninteresting. Therefore, to construct interesting examples, where the existence of self-stresses

and T ⊥-flexes is not obvious upon visual inspection, we do the following:

• We start from a known prestress stable framework that we find interesting, and randomly perturb

the positions of the vertices. This makes the framework first-order rigid and the edges have

random lengths.

• We select one edge for our constrained optimization and numerically minimize or maximize its

length, while constraining the lengths of all other edges.

To eliminate the effect of rigid body motions, we use a pinning scheme which fixes the value of

D := d(d+1)/2 coordinates to zero. Details on how to choose the coordinates, and a brief explanation

of why this leaves the rigidity properties invariant, are given in Appendix B.

We use a projected gradient descent method to numerically search for local solutions of (2.9) with

additional pinning constraints. (the details of our numerical scheme are provided in Appendix C). A

numerical solution p∗ is prestress stable if it satisfies the KKT condition and the second-order sufficient

condition (adapted for pinning constraints in (B.3)).

Isostatic examples. Figure 2 shows two examples of two-dimensional isostatic frameworks that are

prestress stable but not first-order rigid, which we henceforth refer to simply as prestress stable. The

first example features a perturbed hexagon with connected diagonals. By maximizing the length of

the dashed edge in fig. 2(a), we obtain the prestress stable framework in fig. 2(b), which has one T ⊥-

flex and one self-stress. The second example consists of two rigid triangles connected by three bars.

Minimizing the length of the dashed edge in fig. 2(c) results in another prestress stable framework

with one T ⊥-flex and one self-stress. Notably, the configurations in fig. 2(b) and (d) lack apparent

symmetries, such as pairs of parallel lines or collinear points, and all the edges have different lengths.

(a) (b) (c) (d)

Figure 2: Isostatic, prestress stable frameworks designed by our optimization method. (a),(c) show
first-order rigid frameworks used as initial conditions for optimization. The red dashed edge is the
chosen free edge. (b),(d) show the prestress stable frameworks found by maximizing (b) and mini-
mizing (d) the free edges. The edge color indicates the sign of the self-stress: red means the edge is
stretched (ωk > 0) and blue means the edge is compressed (ωk < 0). The arrows indicate the T ⊥-flex.

3d examples. We apply the same scheme to some three-dimensional frameworks. Specifically, we

selected two frameworks that are not first-order rigid from a dataset of frameworks obtained from
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packings of identical spheres [18]. The framework in fig. 3(a) is isostatic and the framework in fig. 3(d)

is under-constrained2. We perturb the vertices randomly to obtain the frameworks in fig. 3(b) and

fig. 3(e). By maximizing the distance between vertices 3 and 7 in fig. 3(b) and minimizing the distance

between vertices 1 and 3 in fig. 3(e), we obtain two prestress stable frameworks with one self-stress in

fig. 3(c) and fig. 3(f). Unlike the 2D examples, the 3D prestress stable frameworks obtained from our

constrained optimization approach exhibit special geometry – there are four vertices coplanar (vertices

1,3,7,9 for fig. 3(c) and vertices 1,3,7,10 for fig. 3(f)). Notably, these frameworks also have all edges

different lengths.

(a) (b) (c)

(d) (e) (f)

Figure 3: 3d prestress stable frameworks designed by our optimization method. (a) and (c) come
from the sphere packing data; (b) and (e) are a perturbed version of (a) and (c); (c) and (f) are
the prestress stable bar frameworks obtained by our constrained optimization scheme. Colors are
proportional to the self-stress: red means under compression and blue means under tension. The color
intensity represents the magnitude of the stress, with darker colors indicating higher stress values and
lighter colors indicating lower stress values.

Examples with additional linear constraints. In fig. 4, we explore a 2D example with a different

kind of constraint, namely, we ask that four vertices remain at the midpoints of the four outer edges.

Specifically, we examine a structure with an outer square and an inner quadrilateral in fig. 4(a). Then

we add four vertices (P5, P6, P7, P8) on the outer edges, connected with bars to the inner vertices, and

we impose the constraint that these additional vertices remain at the midpoints of the edges they lie

on (i.e. P5 is halfway between P1, P2, etc). The whole system has 12 vertices (24 degrees of freedom),

2Figure 3(a) is the first case in N = 9 and fig. 3(d) is the 6th case in N = 10, which can be found in https://personal.
math.ubc.ca/~holmescerfon/packings.html.
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12 edges, corresponding to (quadratic) distance constraints, and 8 (linear) midpoint constraints (2

for each vertex). This example is also explored in [33], where prestress stability arises from a special

geometry (the inner quadrilateral is a square). In contrast, we use constrained optimization to obtain

prestress stable structures without such special geometry.

The additional midpoint constraints are not distance constraints, so they don’t fit the setup we have

described in Section 2. However, one can see by examining this section that the definitions and results

are unchanged for any constraints {fi} that are invariant to translations and rotations. By defining

the corresponding rigidity, i.e. local rigidity, first-order rigidity and prestress stability, one can achieve

similar rigidity results shown in Section 3.1.

The initial framework in fig. 4 (a) is flexible with a mechanism that can be parametrized by an

angle θ shown in fig. 2(a). By minimizing the free edge (dashed in fig. 4(a)), we obtain a prestress

stable framework fig. 4(b). This framework could tile the plane, thus creating a lattice structure with

a space of self-stresses.

θP1 P2

P3P4

P5

P6

P7

P8

P9

P10

P11

P12

(a) (b) (c) (d)

Figure 4: Designing a prestress stable framework with midpoint constraints. (a) the initial condition,
which is flexible; the dashed edge is the free edge whose length will be minimized; (b) the optimal state
found by the constrained optimization approach; (c) and (d) are the two T ⊥-flexes for the framework
in (b). The color scheme in (b) is the same as the one in fig. 2.

Examples obtained by stress design. We apply our stress design approach by solving (3.5) for a 2D

stacked square framework and two 3D over-constrained frameworks from the sphere packing dataset3,

as shown in fig. 5. The 2D stacked square in fig. 5(a) has 10 vertices, 21 edges, and a 4-dimensional

space of self-stresses. Originally, there is no self-stress with the target ratio 8:4:2:1:8:4:2:1 on edges

AC,BD,CE,DF , EG,FH,GI,HJ (dashed in fig. 5(a)). To get a structure with this stress ratio,

we set these edges free and solve the optimization problem (3.5). The resulting optimal framework,

shown in fig. 5(d), has a self-stress matching the specified ratio. (It also has 3 other self-stresses, which

are uncontrolled.)

For the 3D framework in fig. 5(b) with 10 vertices, 25 edges, and a 1-dimensional space of self-

stresses, the initial self-stress has a ratio 1:1 on edges 2–4 and 3–6. By applying a target ratio of 1:2 in

the optimization, we obtained the framework in fig. 5(e) with the desired self-stress ratio.

Lastly, for the 3D framework in fig. 5(c) with 11 vertices, 29 edges, and a 2-dimensional space of

self-stresses, we set a target ratio 2:3:2 for edges 3–5, 2–6, and 3–6. The resulting optimal framework,

3Figure 5(b) is the 4th case in N = 10 and fig. 5(c) is the 34th case in N = 11, which can be found in https://personal.
math.ubc.ca/~holmescerfon/packings.html.
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shown in fig. 5(f), has a 3-dimensional space of self-stresses, indicating it gained one independent self-

stress and a first-order flex. Despite the presence of a first-order flex, the framework remains prestress

stable.

A

C

E

G

I

B

D

F

H

J

(a) (b) (c)

A

C

E
G

I

B

D

F

H
J

(d) (e) (f)

Figure 5: Designing stress ratios on target edges. (a)-(c) are over-constrained frameworks used as
initial conditions for the optimization, and (d)-(f) are solutions to (3.5) with desired self-stresses. The
color scheme is the same as the one in fig. 3.

5 Creating third-order rigid frameworks

The frameworks we have designed so far are all prestress stable, and hence, as discussed in Section 2.1,

they are all second-order rigid. This raises the natural question: how can we design a bar framework

that is rigid at an order higher than 2?

We present a method to construct isostatic bar frameworks that are so-called third-order rigid – a

notion of higher order rigidity was defined in [14] (and introduced in a special case below). To do

this, we seek a special combination of edge lengths such that f1(p), the squared length of an edge,

reaches a critical point with locally cubic growth up to rigid body motions, while the lengths of all

other edges are constrained as in (2.9). Under certain conditions this framework can be shown to be

third-order rigid.
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5.1 Theory: a characterization of third-order rigidity via motion on a feasible

set

We first present a condition that guarantees a framework is third-order rigid. In the next section we

show how to design frameworks that satisfy this condition.

To simplify the treatment of rigid body motions, we adopt a pinning scheme that fixes D = d(d +

1)/2 coordinates to zero, via pinning functions {gj}Dj=1, as described in Appendix B. This pinning

preserves the order of rigidity [14]. We write the whole collection of length and pinning functions as

{fi}m+D
i=1 . We’ll consider isostatic graphs, so m+D = dn.

First we give a characterization of third-order rigidity. For this, we must define higher-order flexes.

Definition 5.1. A (1, k)-flex is a trajectory p(t) such that p(0) = p, p′(0) ̸= 0, and dj

dtj fi(p(t))
∣∣
t=0

= 0 for

j = 1, . . . , k, and for all i = 1, . . . ,m+D.

From the definition, it is clear that (with pinning constraints), an infinitesimal flex is a (1, 1) flex.

We write the space of infinitesimal flexes as

K(p) := {v ∈ Rnd | ∇fi(p)v = 0, for all i = 1, . . . ,m+D}. (5.1)

Theorem 5.2 ([14], Theorems 2.20, 5.3). If dimK(p) = 1, and there exists an integer k such that

the pinned framework has a (1, k − 1)-flex but no (1, k)-flex, then the framework has rigidity order k.

Furthermore, it is rigid. Moreover, if there exists a (1, k) flex, then the framework is either flexible, or it is

rigid at a higher order than k.

While this result does not define higher-order rigidity, we may take it to be a characterization of

higher-order rigidity in the case when dimK(p) = 1. See [14] for a complete characterization of

higher-order rigidity.

Our primary result considers the behaviour of the function f1(p(t)) along a trajectory such that the

length and pinning constraints hold exactly:

f2(p(t))− f2(p(0)) = · · · = fm+D(p(t))− fm+D(p(0)) = 0. (5.2)

Inspired by the language of constrained optimization, we will say the LICQ condition holds for the

constraint set (5.2) when {∇fi(p)}m+D
i=2 are linearly independent. Notice that in this case, the set of

solutions to (5.2) is locally a one-dimensional manifold, by the implicit function theorem.

Lemma 5.3. Consider an isostatic framework (p,E) and suppose the LICQ condition holds for constraint

set (5.2). Then dimK(p) ≤ 1.

Proof. This follows from Remark 2.6: if dimnullRT (p) ≤ 1, the fundamental theorem of linear algebra

implies that dim(nullR(p) ∩ T (p)⊥) ≤ 1. But we also have dimK(p) ≤ dim(nullR(p) ∩ T (p)⊥).

Our main result is the following.
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Theorem 5.4. Consider an isostatic framework (p∗, E) such that the LICQ condition holds for constraint

set (5.2). Suppose there is an analytic path p(t) with p(0) = p∗ and p′(0) ̸= 0, satisfying the constraints

(5.2), and such that f1(p(t)) − f1(p
∗) = a3t

3 + o(t3) in a neighborhood of t = 0. Then, the framework

(p∗, E) is not second-order rigid. Furthermore, if a3 ̸= 0, then the framework is third-order rigid.

Remark 5.5. Instead of assuming the LICQ condition holds as a condition of the theorem, one could

instead assume that dimK(p) = 1, plus the additional condition that the unique self-stress w has w1 ̸= 0.

Proof of Theorem 5.4. First note that by definition, p(t) is a (1, 2) flex, and hence also a (1, 1) flex.

Therefore, by Lemma 5.3, dim K(p∗) = 1, and so by Theorem 5.2, the framework is not second-order

rigid.

Now, we wish to argue that when a3 ̸= 0, there does not exist a (1, 3) flex. To do this, we use

Theorem 2.22 of [14] and the discussion preceding it, which imply that, when dimK(p∗) = 1, then if

there is a (1, k) flex, then there is a unique (1, k) flex of the form p(t) = p + p′t + p′′t2 + · · · + p(k)tk

with p(j) ∈ K̄ for j ≥ 2, up to scaling of p′. Here K̄ is any space complementary to K(p∗).

We use this fact by trying to solve for the unique such (1, 3) flex, assuming it exists. We start

by Taylor-expanding our trajectory as p(t) = p∗ + p′t + p′′t2 + p′′′t3 + · · · . We take K̄ to be any

space containing p′′ and which is complementary to K(p∗). Now, we look for a trajectory q(t) =

p∗ + p′t+ p′′t2 + q′′′t3 which is a (1, 3) flex, and with q′′′ ∈ K̄. Note that by construction, any such q(t)

is already a (1, 2) flex.

Observe that, for the length constraints,

d3

dt3
fi(q(t))

∣∣
t=0

=
⟨
p∗i,1 − p∗i,2, q

′′′
i,1 − q′′′i,2

⟩
+ 3
⟨
p′i,1 − p′i,2, p

′′
i,1 − p′′i,2

⟩
.

For the pinning constraints, we have d3

dt3 fi(q(t))
∣∣
t=0

= q′′′i′ if i′ is the coordinate pinned by function fi.

Writing the equations in matrix form, we have that for a (1, 3) flex, q′′′ must solve

R̄(p∗)q′′′ + b = 0, (5.3)

where b is a vector depending on p′, p′′ (specifically, for the length constraints, bi = 3
⟨
p′i,1 − p′i,2, p

′′
i,1 −

p′′i,2
⟩
, and for the pinning constraints, bi = 0). Here R̄(p∗) is a matrix whose rows are ∇fi(p

∗); it is a

sort of “enhanced” rigidity matrix, with additional rows corresponding to the pinning constraints4.

We are given as conditions of the theorem that d3

dt3 f1(p(t))
∣∣
t=0

= a3 ̸= 0, and d3

dt3 fi(p(t))
∣∣
t=0

= 0,

i = 2, . . . ,m. Thus,

R̄(p)p′′′ + b = a3e1, (5.4)

where e1 is the first standard basis vector. Subtracting (5.3) and (5.4) gives

R̄(p)(p′′′ − q′′′) = a3e1. (5.5)

We wish to show there is no solution to (5.5). First, notice that there exists a self-stress w of the

4The R̄(p∗) is in fact Rg(p∗) defined near (B.2).
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(unpinned) framework such that w1 ̸= 0. This holds because p(t) is a pinned (1, 1)-flex; by using

Proposition 2.5 in [14], this implies the existence of an unpinned nontrivial infinitesimal flex. Since

the framework is isostatic, Remark 2.6 implies there is at least one self-stress w. We must have w1 ̸= 0

or else the LICQ condition would be violated. We may append zeros to w̄, as in w̄ = (w, 0, . . . 0) to get

a left null vector of R̄(p∗).

Now, take the inner product of w̄ with (5.5) to get 0 = w1a3. Clearly this is impossible since

w1 ̸= 0, a3 ̸= 0. Therefore, no such q′′′ exists. So, the framework is 3rd order rigid.

5.2 Algorithm to construct a third-order rigid framework

We may use Theorem 5.4 to construct frameworks which are third-order rigid, by altering the lengths

of a framework until the third-order growth condition of the theorem holds. The key idea come from

bifurcation theory: given a one-dimensional function depending smoothly on some parameter, say µ, if

the framework has a maximum and a minimum, and if µ is adjusted until the maximum and minimum

merge, then at the point where they merge, the function behaves as a cubic.

To this end, we start with an isostatic (pinned) framework (p0, G), and we assume that M = {p ∈
Rnd | fi(p) = fi(p0), i = 2, . . . ,m} is a 1-dimensional smooth manifold parameterized locally by t ∈ R.

We consider a trajectory p(t) on M , and monitor the value of f1(p(t)) as t varies. Typically, f1(p(t))

will have one or more local maximum and local minima; as we showed in Section 3, at these optima

we obtain a framework that is prestress stable.

To obtain a point with cubic behaviour, we choose another edge length to adjust, say edge 2. Our

tuning scheme consists of the following steps:

(1) We first find a local parameter t ∈ R that characterizes the constraint manifold M . In some special

cases, the parameter can be an angle in the plot.

(2) We plot f1(p) as a function of the parameter t. The graph f1(p(t)) may have multiple local minima

and maxima.

(3) We change the length of another edge E2, update this new length in the constraint f2(p) = l22 and

plot the graph f1(p(t)) on the new constraint manifold.

(4) We stop step (3) until we observe that a local minimum and a local maximum merge into a critical

point, resulting in the cubic growth near the critical point. If the bar framework corresponding to

the critical point satisfies the condition dimK(p) = 1, then it is third-order rigid, by Theorem 5.4.

Our third-order rigid framework: We further explain our scheme using a 2D example in fig. 6. We

consider an isostatic bar framework constructed by two triangles ∆P1P2P3 and ∆P4P5P6 with three

extra edges P1P4, P2P5 and P3P6. The bar framework is isostatic with 6 vertices and 9 edges.

We pin P1 at the origin and P4 on the x-axis, and choose P2P5 as our free edge. The constraint

manifold can be parametrized by the angle α marked in fig. 6. For most of initial bar frameworks,
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the graph of the free edge as a function of α has a shape plotted in figure of fig. 6(c) with two local

minima and two local maxima.

We now perform step 3. By varying the distance between P1 and P4, the constraint manifold

and the graph of the length between P2 and P5 as a function of α will change. We seek a special

length between P1 and P4 where a pair of local maximum and minimum annihilate and a critical point

with local cubic growth appears (see fig. 6(f)). We check numerically that at the special framework,

the space of self-stresses and the space of non-trivial first-order flexes are both 1-dimensional. The

second-order stress test mentioned in (2.5) is -7.9219e-05, which is relatively small5. By a continuity

argument, there exists a length E2 such that the first and second derivative of f1(p(t)) vanish at a

critical point p∗ on the constrained manifold. Thus, by applying Theorem 5.4, there exists a third-

order rigid framework close to the one in fig. 6(e).
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Figure 6: (a) An isostatic bar framework. The plot of the free edge, dashed in (a), versus the parameter
α is shown in (c); (b) another isostatic bar framework with a different length between P1 and P4. The
corresponding plot of the free edge versus α is shown in (f); (d) a prestress-stable but not first-order
bar framework corresponding to the minimum in (f), indicated by a square; (e) a third-order rigid bar
framework corresponding to the critical point in (f), indicated by a diamond.

6 Conclusion and open questions

We develop a systematic constrained optimization framework for constructing higher-order rigid struc-

tures. Under mild conditions, local solutions to our constrained optimization problem are prestress

stable. Our approach bridges rigidity theory and constrained optimization by linking self-stresses with

the KKT conditions and prestress stability with the second-order sufficient condition. In addition, we

introduce a bifurcation method to construct third-order rigid frameworks.
5The numerical second-order stress test with value around 1e-4 does not vanish because the derivative at the critical point

(represented by a diamond in fig. 6)(f) has a numerical error around 1e-8, which is hard to decrease this to machine error.
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There are a few open questions to be explored in the future:

• In Section 5, we present a bifurcation method that constructs third-order rigid frameworks by

varying the lengths of two edges. This viewpoint suggests a natural connection to bifurcation

theory and catastrophe theory, where varying more edges could give rise to richer bifurcation

patterns and potentially yield frameworks with novel rigidity properties.

• Another promising direction is to extend our method to constrained optimization with inequality

constraints, thereby enabling the construction of tensegrity structures with higher-order rigidity.

• Most of the higher-order rigid frameworks we constructed have only a one-dimensional space

of self-stresses. This arises because the LICQ condition holds at the solutions of our constrained

optimization problem (see Lemma 3.2). Our method does not extend to a systematic algorithm

for constructing under-constrained or isostatic frameworks with multiple linearly independent

self-stresses. Developing such a construction remains an open problem.

Regarding the last point, it has been suggested by one of the authors that multiple self-stresses can

be built into a framework by finding zeros of a function called the tangent form [4]. The kth-order

tangent form Tk(p) is

Tk(p) =
∑
I,J

det(R(p)I,J)
2, (6.1)

where R(p)I,J is a k × k minor of R(p) with row indices I = (i1, . . . , ik) and column indices J =

(j1, . . . , jk), and the sum is over all such k × k minors. This function vanishes when rank R(p) ≤
min{nd,m} − k. Hence, for an isostatic or underconstrained framework, Tk(p) vanishes when the

framework has k self-stresses. We show examples of frameworks with two self-stresses in fig. 7, de-

signed by finding zeros of T2(p) (more details in Appendix D). However, Tk is in general a highly

non-convex function, and as we are only interested in its global minimum, this approach has severe

limitations and there is scope for developing a more robust approach. In fact, as our previous the-

ory has showed, any framework with multiple self-stresses is a critical point for multiple optimization

problems, which is in general hard to achieve.

Appendix

A Proof of Theorem 2.15

Our goal is to show that any pair of (p∗, λ∗) satisfying (2.13) and the KKT condition (2.10) must be

a strict local solution up to rigid body motions for P+
k in (2.9) (the statement for P−

k can be proved

similarly). We review the condition (2.13) by providing an equivalent condition as follows

vT∇2
pL(p

∗, λ∗)v ≥ σ∥v∥2, ∀ v ∈ Ck(p
∗),

with some constant σ > 0.
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Figure 7: Frameworks with two self-stresses designed by solving T2(p) = 0 (see (6.1)): (a) the initial
framework with ∠DCE = ∠ACB; (b) T2(p) for the framework as a function of the two angles θ1, θ2;
(c–f): frameworks for which T2(p) = 0, hence which have 2 self-stresses. Examples (c,d) are rigid while
examples (e,f) are flexible; (g) another initial framework with ∠DCE ̸= ∠ACB where T2(p) never
vanishes as a function of θ1, θ2; (h) a prestress stable framework with a one-dimensional space of self-
stresses obtained by varying the length of edge EF with initial condition shown in (a) while keeping
all other edges fixed, which is also a zero solution of T1(p) (a similar prestress stable framework can
be obtained by using initial condition in (g)).

Now we start proving Theorem 2.15 by contradiction: we assume that there exists a sequence

pn → p∗ such that (1) fk(pn) ≤ fk(p
∗); (2) fi(pn) = fi(p

∗) with i ̸= k; and (3) pn are not congruent

to p∗. We modify pn to obtain a new sequence p̂n as follows

p̂n = argmin
p̃ congruent to pn

∥p̃− p∗∥.

Consequently, the new sequence p̂n satisfies (a) p̂n−p∗ ⊥ T (p̂n), where T (p̂n) is the subspace of trivial

flexes at p̂n; (b) fi(p̂n) = fi(pn) = fi(p
∗) for i ̸= k and fk(pn) = fk(p̂n); (c) p̂n also converges to p∗,

since ∥p̂n − p∗∥ ≤ ∥pn − p∗∥.

We observe that the limiting directional vector d = limn→∞
p̂n−p∗

∥p̂n−p∗∥ (by passing to a subsequence)

satisfies d ⊥ ∇fi(p
∗) for i ̸= k. To see why, we use the identity fi(p̂n) = fi(p

∗) in (b) and apply a

Taylor series expansion, which gives

0 = ∇fi(p
∗)(p̂n − p∗) +

1

2
(p̂n − p∗)T∇2fi(p

∗)(p̂n − p∗) + o(∥p̂n − p∗∥2).

We obtain d ⊥ ∇fi(p
∗) by dividing both sides by ∥p̂n − p∗∥ and taking n → ∞.

Now we form a contradiction by showing fk(pn) > fk(p
∗) for sufficiently large n. We use the fact
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that λ∗ is a self-stress and fi(pn) = fi(p̂n) = fi(p
∗) for i ̸= k and obtain

fk(pn)− fk(p
∗) = fk(p̂n)− fk(p

∗) = L(p̂n, λ
∗)− L(p∗, λ∗)

=
1

2
(p̂n − p∗)T∇2L(p∗)(p̂n − p∗) + o(∥p̂n − p∗∥2).

It is sufficient to show that

D := dT∇2L(p∗, λ∗)d = lim
k→∞

(p̂k − p∗)T∇2L(p∗)(p̂k − p∗)

∥p̂k − p∗∥2
> 0. (A.1)

Using (A.1), we conclude our proof of Theorem 2.15 since

fk(p̂n)− fk(p
∗) > D/4∥p̂n − p∗∥2

holds for sufficiently large n, which violates our assumption in (1).

To prove (A.1), the key is to show that d /∈ T (p∗) otherwise D automatically vanishes. Since

d ⊥ ∇fi(p
∗) with i ̸= k, we have d ∈ Ck(p

∗)⊕ T (p∗). Therefore, we can separate d as d = v + r with

v ∈ Ck(p
∗) and r ∈ T (p∗). A standard calculation yields (the proof is postponed at the end of the

proof)

vT∇2L(p∗, λ∗)v = (v + r)T∇2L(p∗, λ∗)(v + r). (A.2)

Therefore, we only need to show that v ̸= 0, which is equivalent to show d /∈ T (p∗).

To prove d /∈ T (p∗), we need the projection operator PT (p) which maps any vector to its projected

component in T (p). Since PT (p) : Rnd → T (p) is continuous with respect to p, we have

∥PT (p̂n) − PT (p∗)∥ < 1/2 (A.3)

for sufficiently large n.

Now we prove d /∈ T (p∗) by contradiction and assume d ∈ T (p∗). We first observe that

1 = ∥PT (p∗)d∥ = ∥PT (p∗)d− PT (p̂n)dn∥,

where dn = p̂n−p∗

∥p̂n−p∗∥ . The last equality holds since p̂n − p∗ ⊥ T (p̂n). Therefore, we have

1 = ∥PT (p∗)d− PT (p̂n)dn∥ ≤ ∥PT (p∗)d− PT (p∗)dn∥+ ∥PT (p∗)dn − PT (p̂n)dn∥

≤ ∥d− dn∥+ ∥PT (p̂n) − PT (p∗)∥,

where the limit of the upper bound is less than 1/2 due to (A.3). Thus, we have d /∈ T (p∗).

Lastly, we prove (A.2) by taking a smooth deformation q(t) such that q(0) = p∗, q′(0) = v and

another path qr(t) with qr(0) = p∗, q′r(0) = v + r such that q(t), qr(t) are congruent, i.e.

fi(q(t)) = fi(qr(t)), i = 1, . . . ,m. (A.4)

24



Let us briefly explain why a congruent path qr(t) can be constructed from q(t). Since r ∈ T (p∗), we

decompose r = rt + rr, where rt is the translational component and rr = Ωp∗ is the rotational com-

ponent. Here Ω ∈ Rnd×nd is block diagonal with skew-symmetric blocks W ∈ Rd×d whose associated

rotation is given by R(t) = exp(Wt) ∈ Rd×d. We observe that R(0) = I and R(0) = W . Thus the

congruent path qr(t) takes the form

qr(t) = Ω(t) q(t) + t rt,

where Ω(t) ∈ Rnd×nd is block diagonal with diagonal blocks R(t).

By taking d2

dt2 |t=0 on both sides of (A.4), we obtain

∇fi(p
∗)q′′(0) + vT∇2fi(p

∗)v = ∇fi(p
∗)q′′r (0) + (v + r)T∇2fi(p

∗)(v + r). (A.5)

Now we multiply each equation by λi and sum over i to form ∇2L. Since λ is a self-stress,
∑

i λi∇fi =

0, the acceleration term q′′r (0) drops and we achieve (A.5).

B The pinning scheme

For a framework in Rd whose vertices have a d-dimensional affine span, we pin D = d(d + 1)/2

coordinates at zero, by setting p1 to the origin, and then for each 2 ≤ i ≤ d, setting pi to be in the

span of the first i − 1 coordinate vectors. For example, for d = 2, we fix one vertex at the origin and

set the y-coordinate of another vertex to zero. For d = 3, we fix six coordinates: place one vertex at

the origin, set the y, z-coordinates of a second vertex to zero, and the z-coordinate of a third vertex to

zero.

The constrained optimization problem with pinning is:

(P±
k ) min

p∈Rnd
±fk(p) s.t fi(p) = l2i , i = 1, . . . ,m, i ≠ k,

gj(p) = 0, j = 1, . . . , D,

(B.1)

where gj(p) = 0 are the linear constraints that pin a coordinate at zero. In general, the pinning does

not affect the order of rigidity provided p1, . . . , pd+1 are affinely independent [14].6

We aim to link the second-order sufficient conditions for (B.1), to the conditions for prestress

stability. We assume the following condition holds:

rank G(p)(T (p))T = D, (B.2)

where

G(p) =


∇g1(p)

...

∇gD(p)

 , T (p) =


t1(p)

...

tD(p)

 .

6If the vertices have an l-dimensional affine span, then fix a smaller number of vertices. See [14] for details.
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Notice that condition (B.2) can only hold when rank T (p) = D, hence when dim T (p) = D. Thus, we

do not consider frameworks where the trivial motions are degenerate, such as vertices on a line in R3.

Remark .1 (The pinning condition viewed as a complementary condition). When T (p) has full rank,

condition (B.2) is equivalent to requiring that null G(p) be complementary to T (p), as we briefly explain.

For the matrix G(p) satisfying (B.2), we observe that dim G(p) = dim T (p) = D and dimnull G(p) =

nd−D. If there exists v ∈ null G(p) ∩ T (p), then v ∈ null G(p) ∩ Range (T (p))T . Using (B.2), we have

v = (T (p))Ta ⇒ 0 = G(p)v = G(p)(T (p))Ta ⇒ a = 0 ⇒ v = 0,

which indicates the equivalence of (B.2) and null G(p) being complementary to T (p).

For a local solution of p∗ of P±
k in (B.1) satisfying the pinning condition (B.2), the KKT condition

and second-order sufficient conditions of (B.1) are equivalent to those of the unpinned problem (2.9),

which are stated as:

Lemma .2. For a local solution of p∗ of P±
k in (B.1) that satisfies the pinning condition (B.2), the

Lagrange multiplier vanishes on the pinning constraints, i.e. any left null vector of Rg(p) in (B.6) with

w ∈ Rm, s ∈ RD and wTR(p) + sTG(p) = 0 must have s = 0 and w ∈ null (R(p))T .

Lemma .3. Suppose p∗ is a local solution for one of P±
k in (B.1). If the pinning condition (B.2) and

the KKT condition (2.10) hold at p∗, the second-order sufficient condition (2.13) of the unpinned problem

holds if and only if the second-order sufficient condition of (B.1) holds, i.e.

vT
( m∑

i=1

λ∗
i∇2fi(p

∗)
)
v > 0, ∀ v ∈ Cpin

k (p∗) and v ̸= 0, (B.3)

where the pinned critical cone is

Cpin
k (p∗) =

{
v | ∇fi(p

∗)v = 0, ∀i ̸= k and ∇gj(p
∗)v = 0, ∀j = 1, . . . , D

}
. (B.4)

The proof Lemma .2 and .3 will be provided shortly. Our main result of this section about the

prestress stability of local solutions to (B.1) is stated as:

Proposition .4. For a local solution p∗ for one of P±
k in (B.1), if the pinning condition (B.2), the KKT

condition (2.10) and the second-order sufficient condition (B.3) hold at p∗, the corresponding framework

is prestress stable.

Proof. The proof comes directly by applying Lemmas .2, .3 and Theorem 3.5.

Proof of Lemma .2. Due to the complementary pinning condition (B.2), we can write null R(p) as

null R(p) = null Rg(p) + T (p) = null Rt(p)⊕ T (p), (B.5)
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where the two matrices Rg(p) and Rt(p) are

Rg(p) =

(
R(p)

G(p)

)
, Rt(p) =

(
R(p)

T (p)

)
. (B.6)

We observe that any left null-vectors of Rt(p) must be the zero extension of the self-stresses of the

rigidity matrix R(p), i.e. for any w ∈ Rm, s ∈ RD with wTR(p) + sTT (p) = 0, we have s = 0 and w

being a self-stress of R(p). To see why, we observe that sTT (p) ∈ T (p) ⊂ null R(p), while sTT (p) =

−wTR(p) ∈ Range(R(p)T ). Therefore, using Fredholm alternative, we have sTT (p) = wTR(p) = 0,

meaning that w is a self-stress.

We now prove Lemma .2 by a counting argument. Using (B.5), we observe that dimnull Rg(p) =

dimnull Rt(p). Consequently, we also have dimnull RT
g (p) = dimnull RT

t (p). Since any null vector of

Rt(p) is a zero extension of a self-stress and any zero extension of a self-stress is a left null vector of

null RT
g (p), the counting indicates that there are no additional left null vectors of null RT

g (p).

Proof of Lemma .3. We observe that since the KKT condition (2.10) holds, the critical cones in the

unpinned and pinned cases are the null spaces of Rg(p
∗) and Rt(p

∗) defined in (B.6), i.e. Ck(p
∗) =

null Rt(p
∗) and Cpin

k (p∗) = null Rg(p
∗), where Cpin

k (p∗) is defined in (B.4). Therefore, using (B.5), for

any v ∈ Cpin
k (p∗), we have v = u + r with u ∈ Ck(p

∗) and r ∈ T (p∗). Since adding trivial flex does

not change the value of the second-order test vT∇2L(p∗, λ∗)v (see (A.2)), we obtain the equivalence

of the second-order sufficient conditions in the pinned and unpinned cases.

C The numerical algorithm for the constrained optimization problem

We provide our numerical algorithm for the constrained optimization problem (2.9) and (B.1). Our

algorithm uses a projected gradient descent method, which is the same one described in [42]. To

present our algorithm in a general form, we write our constrained optimization problem as

min
x

f(x), x ∈ Rn, (C.1)

s.t. c(x) = 0, c(x) : Rn → Rm, (C.2)

where f(x) : Rn → R is the objective function and c(x) = 0 is the constrained set. Our constrained

optimization algorithm can be described in algorithm 1.

Algorithm 1 Search for local minima of f(x) with constraints c(x) = 0

1: Input: Initial value x0, step size η, and tolerance tol.
2: while |xn − xn−1| > tol do
3: Set xn+1 = xn − η∇f(xn)
4: Update xn+1 by projecting it to c(x) = 0 via Newton’s method: solve for αn ∈ Rm such that

c(xn+1 + (∇c(xn))
Tαn) = 0 and then update xn+1 = xn+1 +∇c(xn))

Tαn.
5: Set n = n+ 1
6: end while
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D The tangent form and examples with multiple self-stresses

In this section we give more details on how to design frameworks with multiple self-stresses using the

kth order tangent form Tk(p), defined in (6.1). We start with a framework (p,E), and identify a subset

of edges S ⊂ E as free edges, whose lengths may vary. Its complement in E is Sc, the set of fixed

edges. We then search for global minima of the following optimization problem:

min
p∈Rnd

Tk(p) s.t. fi(p) = |pi,1 − pi,2|2 − l2i − 0, i ∈ Sc. (D.3)

The reason we fix the lengths of some of the edges, is that we found that without these constraints,

the bars were prone to collapse, as Tk(p) = 0 if k edges have zero lengths.

We choose k = 2 and apply gradient descent with random initial conditions, discarding all solutions

where T2(p) ̸= 0. We show examples in fig. 7(c)-(f) that did achieve T2(p) = 0. These have multiple

edges that align with each other.

Finding these examples was no accident – we are only able to achieve T2(p) = 0 for frameworks

with special geometry, as we now describe. For the framework in fig. 7(a), which is isostatic with 6

vertices and 9 edges, and we deliberately choose the angle ∠ACB equal to ∠DCE. We allow two

edges AD,EF to change their lengths. The two degrees of freedom brought by allowing AD,EF to

change their lengths can be directly viewed as the two angles θ1, θ2 plotted in fig. 7 and T2(p) becomes

a function of θ1, θ2. When ∠ACB = ∠DCE, we have T2(p), as shown in fig. 7(b), vanish only at

the four structures in fig. 7(c)-(f). However, when we the two angles ∠ACB and ∠DCE are slightly

different, the objective function T2(p) never vanishes.

It turns out that, due to the theory we have presented in this paper, the four bar frameworks in

fig. 7(c)-(f) simultaneously achieve critical values – whether minima, maxima, or saddles – for two

constrained optimization problems. For example, in fig. 7(c), AD and EF achieve the smallest lengths

at the same structure in fig. 7(e) when θ1, θ2 are free. We can view the two linearly independent

self-stresses as the Lagrange multipliers of the following two optimization problems:

(P1) min f1(p) (P2) min f2(p)

s.t. fi(p) = 0, i = 3, . . . ,m s.t. fi(p) = 0, i = 3, . . . ,m,

where f1(p) and f2(p) represent the squared lengths of the edges AD and EF . However, when ∠ACB

and ∠DCE are slightly different, P1 and P2 cannot achieve their critical values at the same configura-

tion, which partly explains why there are no two linearly independent self-stresses.
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